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Abstract—Real-time embedded systems may be composed of a large number of time constrained functions. When such systems are implemented on top of multitasks real-time operating systems (RTOS), the functions have to be assigned to tasks of the target RTOS. This is a challenging work due to the large number of valid candidate functions to tasks assignment solutions. Moreover, the impact of the assignment on the system performance criteria (often conflicting) should be taken into account in the architecture exploration. The automation of the software design exploration by the use of metaheuristics such as multi-objective evolutionary algorithm (MOEA) is a suitable way to help the designers. Indeed, MOEAs approximate near-optimal alternatives at a reasonable time when compared to an exhaustive and exact search method. However, for large-scale systems (i.e. having a huge number of functions) even a MOEA method is impractical due to the increased time required to solve a problem instance. This may raise a threat to the scalability of the software design exploration method. To tackle this problem, we present in this article a parallel implementation of the Pareto Archived Evolution Strategy (PAES) algorithm used as a MOEA for the software design exploration. The proposed parallelization method is based on the well-known master-slave paradigm. Additionally, it involves a new selection scheme in the PAES algorithm. Results of experimentations provide evidence that, on one hand, the parallel approach can considerably speed up the design exploration and the optimization processes. On the other hand, the proposed selection strategy improves the quality of obtained solutions as compared to the original PAES selection schema.
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I. INTRODUCTION

Real-time embedded systems are frequently designed according to multi-tasked architectures that have timing constraints to meet. Usually, the designer has to assign the functions of the real-time embedded system to a set of tasks. The verification of the timing constraints (referred to as schedulability analysis) is then performed at the design level. The design of software architectures of these systems involves dealing with a number of competing performance criteria. Improving one criterion leads to the degradation of another. Therefore, software architects must explore several architecture alternatives in order to design architectures that meet at best the trade-off between performance criteria. Due to the major increase in complexity and size of today real-time software architectures, the exploration and the selection are time-consuming, complex and error-prone tasks. This complexity motivates the automation of the design exploration process to help software designers.

The design space exploration for real-time embedded systems can be addressed as a multi-objective optimization (MOO) problem [1], [2], [3], [4]. Multi-Objective Evolutionary Algorithms (MOEAs) are metaheuristics that allow designers to find suboptimal (or near-optimal) solutions in a reasonable time when exact methods fail to handle large scale problems due to computing resource requirements.

In a previous work [1], we have addressed the problem of assigning functions to tasks in the design of software architectures of real-time systems. A MOO approach was applied to consider the trade-off between the number of preemptions and the overall laxity of tasks. The number of preemptions increases with the granularity of the assignments whereas the tasks laxities decrease when more functions are assigned to one task. We have chosen the Pareto Archived Evolution Strategy (PAES) [5] as a MOEA to investigate this trade-off.

a) Problem Statement: Design exploration problems involve multiple degrees of freedom in the exploration process, with a huge size of the design search space, and multi-objective evaluation complicates comparison between those solutions. MOEA methods usually require to explore huge portions of the search space because they should identify a (often large) set of Pareto-optimal solutions and not a single optimum like with single-objective optimization methods. This would result in a very large number of solution evaluations. Moreover, many real-world MOO problems, as the design exploration of real-time systems, have computationally expensive objective functions and constraints verification. This is the case when the objective functions and the constraints are derived from schedulability analysis. These two factors hinder MOEAs (e.g PAES) from solving efficiently such real-world problems.

b) Contributions of this Article: In this article, we propose an implementation of the PAES algorithm based on the well-known master-slave parallel paradigm [6]. With this coarse-grained approach, multiple candidate solutions are processed in parallel for checking constraints and evaluating objective functions. We show how this approach improves the efficiency of the architecture exploration with MOEAs for large-scale problem instances. Both the computational time and the quality of the resulting solution sets are improved. The former is due to the asynchronous parallel evaluations and the
latter is due to the use of a new selection scheme in PAES. This parallel scheme could also be applicable paired with other optimization criteria and design evaluation methods.

The remainder of the article is organized as follows. Section II introduces the multi-objective optimization (MOO), the PAES algorithm and gives an overview of our design exploration method to assign the functions of a real-time embedded system to tasks. Section III presents our approach, corresponding to the parallel multi-objective search model for the PAES algorithm. Section IV shows experimental results. Section V presents the related work and section VI concludes the article.

II. BACKGROUND AND CONTEXT

This section presents the basic concepts of the Multi-Objective Optimization (MOO) and introduces the PAES algorithm as the MOO technique used in our design exploration method. Then it gives an overview of our PAES-based methodology for determining the best trade-offs in the software design of a real-time application according to some competing performance criteria.

A. Multi-Objective Optimization (MOO)

Many engineering problems involve more than one competing objectives that need to be optimized simultaneously with respect to a set of constraints. Then, we have to evaluate the performance of candidate solutions in more than one objective [6]. Finally, the outcome of running MOO is a single or a set of solutions, with each solution representing a trade-off between objectives.

A single solution that yields the best value for all objectives rarely exists. Instead, a set of alternative solutions called non-dominated (or Pareto optimal) solutions are searched for. A solution is Pareto-optimal with respect to a set of objectives if there exists no other solution in the search space that improves on all of the objectives at once. These solutions constitute the Pareto Set. As depicted in Figure 1, the associated objective vectors correspond to the Pareto Front which represents the best trade-off set for the considered objectives.

![Fig. 1: Pareto front for two minimization objectives](image)

Many metaheuristic algorithms that seek to approximate the Pareto set have been developed to solve MOO problems [7]. The key points for those algorithms are their accuracy (how close to the Pareto front are the values of the solutions they provide) and their efficiency (are the solutions numerous and well spaced over the whole Pareto front). A large amount of MOO techniques is derived from Multi-Objective Evolutionary Algorithms (MOEA). Evolutionary algorithms are metaheuristic optimization algorithms inspired from nature, e.g. particle swarm (PSO), ant colony, simulated annealing, genetic algorithms (GA). The latter use biology-inspired mechanisms like mutation and crossover in order to refine a set of candidate solutions iteratively.

B. PAES MOEA

The Pareto Archived Evolution Strategy (PAES) [5] is a MOEA technique using archiving. It manipulates a single solution as opposed to other methods used for MOO such as GA or PSO. This is a key point in running very time-consuming evaluation functions such as those stemmed from the scheduling analysis. The sequential PAES schema is outlined in the pseudo code of algorithm 1.

\begin{algorithm}
\caption{Sequential form of PAES Algorithm}
\begin{algorithmic}[1]
\Statex \textbf{begin}
\State \textbf{Generate initial random solution }\textit{c};
\State \textbf{Evaluate }\textit{c} \textbf{and add it to the archive }\textit{A};
\Repeat
\State \textbf{Mutate }\textit{c} \textbf{to produce a new candidate solution }\textit{m};
\State \textbf{Evaluate }\textit{m};
\State \textbf{if }\textit{c} \textbf{dominates }\textit{m} \textbf{then}
\State \textbf{Discard }\textit{m};
\ElseIf {\textit{m} \textbf{dominates }\textit{c}}
\State \textbf{Replace }\textit{c} \textbf{with }\textit{m};
\State \textbf{Add }\textit{m} \textbf{to the archive};
\EndIf
\EndIf
\State \textbf{Discard }\textit{m};
\Else
\State \textbf{Apply test }\textit{(c,m,}\textit{A}) \textbf{to determine which}
\State \textbf{whether to add }\textit{m} \textbf{to }\textit{A};
\EndIf
\Until {termination condition is satisfied;}
\End
\end{algorithmic}
\end{algorithm}

The PAES algorithm is based on a (1+1) evolution strategy which means that it maintains a single current solution (parent) and, at each iteration, generates a single new candidate (offspring). It makes it through a random mutation. This algorithm is confined to a local search, i.e., it performs only a small change (mutation) operator that moves from a current solution to a nearby neighbour. The mutation procedure is also specific for each problem, and depends on the way the solution is represented into a chromosome. The current solution is replaced at each iteration by its mutated offspring if the latter dominates or is in a less crowded region than its parent. Otherwise, the next iteration is realized keeping the same current individual as a basis for mutation. PAES maintains a list of some non-dominated solutions called archive used as reference set with respect to which each new candidate is being compared (lines 11,12).
C. Software Design Exploration Method for Real-Time Applications Based on PAES

In our research, we focus on real-time systems design and implementation. These systems may consist of a large number of time constrained high-level functions. During software architecture design, these functions must be assigned to tasks that will run the functions on the top of a RTOS. The main objective of our proposed method [1] is to guide the designer by providing solutions of functions to the tasks assignment, referred to as design (or architecture) alternatives. An optimal design from a scheduling point of view might be an architecture that minimizes preemptions while maximizing the overall laxity. A preemption occurs when a higher priority task $τ_i$ is released during the execution of a lower priority task $τ_j$ and when the scheduler interrupts the execution of $τ_j$ to allow the task $τ_i$ to run. The laxity of a task is the amount of time between the end of the task execution and its deadline. The number of preemptions increases with the granularity of the assignments whereas the tasks laxities decrease when more functions are assigned to one task. Therefore, these two goals are conflicting: one architecture may achieve high performance (maximum overall laxity) at high cost (high number of preemptions) or vice versa. This is the main motivation to rely on an iterative multi-objective search and optimization process by the mean of a MOEA, notably PAES. This proposal allows us to explore the design space for Pareto-optimal solutions in a reasonable time and then to help designers to reach a final design.

Figure 2 gives an overview of our design exploration methodology. The entry point is the function specification of a real-time system. From this specification, a first architecture is proposed so that each functional block is assigned to a single task. A scheduling analysis is performed on this initial architecture by the Cheddar scheduling simulator [8]. This analysis is achieved through a simulation-based schedulability test on the hyperperiod (the least common multiple of task periods). According to the addressed context (fixed priority and preemptive scheduling policy, periodic synchronous and independent tasks, and uniprocessor platform), the hyperperiod corresponds to the feasibility interval [9]. If the initial task set is schedulable then it will be considered as the initial solution to the PAES algorithm. Otherwise, the designer must adjust the timing parameters of the functional specification.

Once the initial solution is defined, we come to the multi-objective design exploration and optimization part. The latter involves the execution of the PAES algorithm. At each iteration, (1) an alternative design (mutated solution) is generated from the current solution by small random changes in the assignment of functions to tasks. The new candidate architecture should fulfill the timing constraints (i.e. schedulability of the task set) as well as the functions to tasks assignment constraints (2). This alternative design is evaluated according to the two performance criteria computed by Cheddar, i.e. the preemption cost and the overall laxity (3). Then, the optimization steps of PAES are performed such as the ranking, the archiving and the selection of the current solution for the next iteration (4). These steps are iterated until the termination condition of PAES is reached, e.g. number of iterations. The result is a set of schedulable alternative architectures that approximates the Pareto set.

III. TOWARDS FAST AND MORE EFFICIENT SOFTWARE DESIGN EXPLORATION

In [1], we conducted experiments to assess the proposed design exploration method described in section II-C. For such experiments beyond 50 functions, the execution of our method takes several hours. This is due to the significant time spent to process the scheduling analysis and objectives evaluation of each investigated solution. Thus, to speed up the exploration and the optimization without degrading the quality of solutions, we propose a parallel implementation of our design exploration method.

Parallelizing the MOEA technique (i.e PAES) arises as a possible way of facing this drawback and obtain the results in a reasonable amount of time. The parallelization of MOEA techniques is interesting in different situations: when the evaluation function is time-consuming, when some mutation process is time-consuming, when there is a local search (hybrid algorithm), or when there is a sub-population searching algorithm. We are directly concerned with the 2 former aspects, since our evaluations are time-consuming and the mutation process includes schedulability analysis. We propose a parallel implementation of the PAES algorithm based on the master-slave paradigm, with coarse-grained asynchronous tasks performing the mutation and evaluation of solutions. We not only aim to speed up the search but to hopefully improve the solution quality. In the remaining of this section, we first detail the parallel scheme proposed for PAES and then we present our new selection strategy adapted to the proposed parallel scheme.

A. Parallel PAES Implementation: The Master-Slave Asynchronous Model

According to [6], three main parallel paradigms are used in the MOEA domain for splitting the computational load across
and the master-slave model. The two former paradigms are dedicated for sub-population searching problems. However, we deal with the parallelization of PAES algorithm that maintains a single current solution. Furthermore, the master-slave model is a simple parallel programming paradigm for optimization techniques. Therefore, the case we consider here is a master-slave asynchronous framework (Figure 3). This model is aimed at distributing the objective function evaluations of the candidate solutions on several slave processors while a single master processor maintains the central archive and runs the selection part of the MOEA. As stated by the master-slave paradigm, slaves are started by the master, and interact exclusively with it, receiving solutions to process and sending back mutated solutions and associated objective values. The additional cost of the parallelization, that is mainly due to solution data transfers must be reasonable as compared to the computation costs, since data for a solution consist only in a set of function indexes and a few objective function values. For simplicity, the proposed parallel asynchronous PAES is called PA-PAES in the rest of the article.

Generally speaking, this algorithmic framework needs the following components: (1) a selection strategy (based on crowded region with dominance, or indicator based), (2) a mutation and an evaluation procedures and eventually, (3) a local search procedure that outputs one or more neighbours. The selection strategy is explained in the next section, derived from the PAES original one. The mutation, evaluation and associated schedulability analysis procedures are the same as in our previous work [1]. The algorithm also takes as input a number $S$ of slaves and a number $I$ of iterations (or other more sophisticated convergence criteria for loop termination). We only use $I$ for lack of simplicity. The master and slave computations in the parallel PAES implementation are described in Algorithms 2 and 3 respectively. Parallel evaluations (or other computing process) are realized asynchronously. This means that the master processor does not have to wait for all of the evaluations from the other processors (slaves). The results of the slave computations are taken into account as soon as they become available: when a slave sends an evaluated solution, the master archives it using the original PAES approach, and goes on the optimization by selecting a new solution to send to the slave for mutation and evaluation. This way, we save the overall computation time and resource usage, especially as the processing time of different solutions by slaves may be different.

**Algorithm 2:** Parallel Asynchronous PAES: Master algorithm

```plaintext
begin
start $S$ slaves;
send to each of them a seed unevaluated solution;
iteration := 1;
while iteration \leq I do
receive a set or a single evaluated solution(s) from any slave $s$;
compare it/them with the archive $A$;
update the archive $A$ with non-dominated solutions;
if iteration < $I - S$ then
    select a candidate solution from $A$;
send it to idle slave $s$;
end if
iteration := iteration + 1;
end while
terminate slaves;
output $A$;
end
```

**Algorithm 3:** Parallel Asynchronous PAES: Slave algorithm

```plaintext
begin
while not terminated do
receive a candidate solution from master;
mute it;
evaluate it;
if local search then
generate and evaluate neighbours;
discard locally dominated neighbours;
end if
send back to the master the evaluated solution(s);
end while
end
```

The algorithm needs a selection strategy for the search procedure. In the original PAES, the selection strategy, referred to as **local selection**, is working as follows: admitting the mutated solution as current solution or keeping current solution for the next iteration. Since selection (by the master) is overlapped with the slave computations that are expected to be time consuming, we can spend more time in the selection process, looking to the whole archive, instead of using solely the received solution from the slave as the potential candidate for the next iteration. Our new selection strategy is described in the next subsection.

**B. Global Archive Selection Strategy**

As opposed to the sequential version, there is no current solution maintained by the master process, but the solution sent to a slave for mutation and evaluation (lines 9-10, Algorithm 2) is selected from the archive as follows. We randomly choose a selection criterion among the followings:
• random criterion: a random solution from the archive is selected, to ensure the exploration process.
• one of the objective functions: one of the archive solutions which is within the 10% best for this objective is picked. This is an exploitation criteria for the most promising solutions.
• crowding criterion: a solution from the archive within the less crowded area is chosen. This helps in maintaining the diversity of the front.

These choices are equiprobable. The proposed selection strategy (referred to as global selection) is designed to balance between exploration and exploitation of the solution space.

IV. EXPERIMENTS AND RESULTS

In this section, we present experiments that assess the efficiency of the above proposals when applied to our design exploration problem. We perform two evaluations. The first evaluation aims at investigating the efficiency (in terms of quality of fronts) of PAES with the new global archive selection strategy as compared to the original PAES (with the local selection strategy) for different problem scales. The second evaluation is performed in order (1) to check that the parallelization does not induce lost on fronts quality as compared to the sequential version, (2) and to assess its efficiency regarding to the temporal behavior.

In order to perform experiments, we need different test cases (with different sizes) of our design exploration problem. We propose and implement a function set generator. Experiments are conducted on a SMP 48 processors machine running Linux OS. Our method is implemented in Ada, with parallelization based onto the Ada concurrency features (tasking, synchronization and communication with Rendezvous or protected objects, ...). The developed software is available in the Cheddar Repository\(^1\).

In the following, first we describe our test case generator (section IV-A). Then, we give an overview of the performance metrics used for measuring the results and assessing our proposals (section IV-B). In sections IV-C and IV-D, we present (i) experiments protocol, (ii) the results and (iii) their analysis of the two conducted evaluations.

A. Test Case Generator for the Design Exploration problem

In order to perform the experiments, we apply our PAES-based functions to tasks assignment method on synthetically generated function sets. Function periods are uniformly distributed between a set of a maximum of 10 different periods by function set following Goossens and Macq method [10], ensuring that the scheduling simulations have to be run on a limited feasibility interval. Processor utilization factors for each function \(F_i\) are tuned with the UUInfast algorithm [11], so that the sum of function utilizations is equal to the desired overall processor utilization factor for the function set. The overall processor utilization is fixed at 80% for all the experiments. Furthermore, the function deadlines are implicit, i.e. set to be equal to the periods. The capacities are set based on the generated periods and processor utilization factors.

B. Performance Metrics

In our evaluations, we used two metrics in order to evaluate the performance of the proposed method: (1) the speed-up metric (2) and quality of solution sets through the hypervolume metric.

**Speed-up:** is a classical way for measuring the efficiency of parallel algorithms [12]. The speed-up \(S_p\) is defined as \(S_p = \frac{T_{seq}}{T_p}\), with \(p\) the number of processors (i.e. slaves) involved in the parallel computations and \(T_x\) the execution time with \(x\) processors.

**Hypervolume Indicator:** In MOO techniques, the comparison between solution sets (fronts) is generally difficult since one set is not necessarily closer to another. Many unary metrics exist [6], that map a front to a single value thereby allowing us to easily compare the quality of produced fronts. These metrics take into account both the closeness of the obtained solutions to the optimal set (accuracy) and their spread across objective space (diversity). One of these metrics is the hypervolume indicator [6]. Given a set of solutions and associated front (points in objective space), it computes a reference point dominated by all of the points of the front (see Figure 1). Then for each subset of points of interest (e.g. produced by different algorithms), it provides as hypervolume the area bounded by the reference point and the considered subset (light grey area in the Figure 1). The subset \(\text{front}_i\) with the largest hypervolume is likely to present the best set of trade-offs.

For a test case, in order to compare results from different algorithms (PAES+Global Selection; PAES+Local selection; PA-PAES implementation and PAES-Sequential version), we compute the best and the worst results obtained (considering non-dominated solutions) for each objective \((\text{min}_1, \text{min}_2)\), \((\text{max}_1, \text{max}_2)\) over the set of solutions provided by all of the runs of each algorithm \(\bigcup_{\text{alg}} \text{front}_a\). Moreover, in order to allow the objectives to contribute approximately equally, values are normalized according to a linear normalization technique defined by [13]:

\[
(x, y) \in \text{front}_a \Rightarrow (x', y') \in \text{norm}_a \quad \text{with} \quad x' = \frac{x - \text{min}_1}{\text{max}_1 - \text{min}_1} \text{ and } y' = \frac{y - \text{min}_2}{\text{max}_2 - \text{min}_2}.
\]

The reference point used is \((1 + \epsilon, 1 + \epsilon)\), in order to ensure that every point in \(\text{norm}\) is dominated, with a small value of \(\epsilon\), e.g 0.001. The resulting hypervolume computed for one front can grow up to \(1 + \epsilon^2\) (when the front contains a single value, dominating all other values in fronts considered for comparison).

C. Evaluation 1: Global Archive Selection Method Evaluation

This evaluation aims at qualitatively comparing global selection regarding to local selection. A number of experiments were run in order to investigate the quality of solution sets for different function set sizes that range from 20 to 100 by step of 20 functions. For each size, we generate 5 different test cases (function sets) and each test case is processed with the following PAES versions: (1) Local selection with sequential PAES, (2) Local selection with PA-PAES\(_2\) (4 slaves), (3) Global selection with sequential PAES, (4) Global selection with PA-PAES\(_2\) (4 slaves). Each of these versions is run 5 times because of the stochastic nature of PAES. The number of PAES iterations for each run is fixed at 2000. For each

\(^1\)http://beru.univ-brest.fr/svn/CHEDDAR/trunk/src/framework/paes
test case, we compute the average hypervolume value over the 5 runs for each of the considered PAES versions. Figure 4 reports, for each size, the hypervolume average value over all test cases of each PAES version.

This figure shows that the best hypervolume values are obtained by the PA-PAES₄ with the global selection strategy for the most scales. In addition, we can observe that the efficiency of the global selection with respect to the local selection is more significant for test cases with larger scales (≥ 60 functions), i.e. larger space search and problems. This conjecture is reinforced by the average hypervolume improvement between the global selection and local selection in both sequential PAES and PA-PAES₄, which are reported in table I. For example, for 20 functions test cases, the improvement is practically negligible. This can be explained by the fact that all versions lead to the same results for small-scale test cases. Moreover, for PA-PAES₄, we also computed the speed-ups for the performed experiments. The average speed-up for the overall experiments is about 3.8 which represents a promising speed-up value for a 4 slaves parallel version.

### TABLE I: The average hypervolume improvement between global selection and local selection in sequential and parallel versions

<table>
<thead>
<tr>
<th>Function set size</th>
<th>Sequential version</th>
<th>Parallel version</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Avg HV improvement (%)</td>
<td>Avg HV improvement (%)</td>
</tr>
<tr>
<td>20</td>
<td>0.43</td>
<td>0.06</td>
</tr>
<tr>
<td>40</td>
<td>5.15</td>
<td>7.64</td>
</tr>
<tr>
<td>60</td>
<td>15.5</td>
<td>19.08</td>
</tr>
<tr>
<td>80</td>
<td>16.03</td>
<td>12.83</td>
</tr>
<tr>
<td>100</td>
<td>28.79</td>
<td>20.3</td>
</tr>
</tbody>
</table>

**D. Evaluation 2: Parallel Method Evaluation**

The second evaluation is performed in order to assess the efficiency of the parallel implementation (PA-PAES) comparing to the sequential one. We have run a set of experiments in a range of different slaves (4, 8 and 16) to observe speed-up of the parallel approach. These experiments are achieved on three problem scales, i.e. test cases of 50, 80 and 100 function sets. The selection strategy is set to the proposed global selection.

For each scale, we generate 5 different test cases thanks to our function set generator. Each test case is processed 5 times by the sequential version as well as by the PA-PAES₄, PA-PAES₈ and PA-PAES₁₀. All these versions perform 2000 iterations.

Figure 5 provides the average speed-up against the number of slaves involved in the parallel computation. In this figure, we can notice that even if they are not linear, speed-ups increase regularly with the number of involved slaves, reaching up to 11.7 for 16 slaves with 100 functions test cases.

As shown in figure 6 quality is preserved, with almost roughly constant hypervolume values from 4 to 16 slaves.

To conclude, the results of this evaluation provide evidence that the new implementation of our design exploration method allows us to handle more tractably large-scale problem instances (i.e. to ensure scalability).

**V. RELATED WORK**

Our work comes within the scope of design exploration using multi-objective optimization techniques. Some research contributions have been developed in this field. Most of them are based on MOEAs. In [2], the authors proposed a method that explores architecture alternatives for real-time embedded systems, in order to produce architectures that fulfill at best a set of conflicting non-functional properties stemmed from the requirements of the addressed systems. This method is based on model transformations compositions and MOEA by means of the NSGA-II multi-objective optimization strategy. Koziolek
et al. [3] developed a framework called Peropertyx. It assists software architects during the design stage to approximate Pareto-optimal architectures by using NSGA-II. AQOSA [4] is another generic framework that provides an automated design exploration process based on a set of MOEAs namely NSGA-II, SPEA2, and SMS-EMOA. The proposed framework is evaluated through both a small-scale and a large-scale case study. Experimental results for both case studies show that all used MOEA techniques take a considerable amount of time to generate results, even for a few number of iterations.

This motivates the use of parallelism of MOEA techniques in the context of design exploration problems. All of those MOEA techniques are population-based ones, evaluating a set of solutions at each iteration, before exploiting them to update the front and go to the next iteration. This implies a large computational effort when the architectural solutions are costly to evaluate, as stated by [4].

Unlike these methods and frameworks, we apply an asynchronous parallel algorithm that exploits a solution as soon as it is evaluated in order to guide the optimization process, and takes also benefit from parallelization.

Parallelization of metaheuristics for multi-objective optimization have been widely studied in [6], [14]. For example, [14] presents a survey of parallel algorithms for MOO techniques. Few works address the parallelization of PAES. The algorithm ppaes [14] is based on a sub-population search model. It works with an island-based approach as follows: Each process runs the PAES algorithm and maintains its own local archive of non-dominated solutions. Periodically, processes exchange solutions. When results from all processes become available, the last step consists in building the final Pareto-front by merging local results. Results of experiments of ppaes show that it is not suitable for MOO problems with very expensive computational objective functions like our specific design exploration problem. Considering distinct populations seems not computationally efficient for design optimization with costly evaluations. In [15], the authors propose another parallelization of PAES by running simultaneous parallel evaluations at each iteration, and comparing results against the current solution at the end of each iteration. In order to generate candidate solutions to be evaluated at an iteration, they consider a prediction tree taking into account the probability of a mutated solution to be better than its parent. As our local selection scheme, this work tries to avoid useless evaluations, but still handles solutions synchronously like a population instead of taking them into account asynchronously. Again and in contrary, we focus on an asynchronous parallel implementation for PAES.

VI. Conclusion and Future Work

In this article, we propose a parallel implementation of the Pareto Archived Evolution Strategy (PAES) algorithm used as a multi-objective evolutionary strategy. The proposed parallel multi-objective strategy is applied to the problem of functions to tasks assignment of a real-time system in order to improve the applicability of this method for large-scale real-time systems. This implementation involves a master-slave asynchronous formulation. Furthermore, we proposed and investigated a new selection strategy for the PAES algorithm. The proposed approach is particularly suitable for multi-objective problems with large and variable time objective function computation. It was evaluated by a set of experiments on our problem by synthetically generated test cases. Results show an improvement not only in the execution time (e.g. with 8 slaves, the average speed-up is about 7.8 for test cases of 100 functions) but also in the quality of solutions when compared to our previous implementation. In the future, we plan to improve the efficiency of the parallel search model for high number of processors by investigating the solution choice like in [15]. We also plan to explore the applicability of the approach with other architecture exploration optimization goals.
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