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I. Introduction 

  

 Energy consumptions is an issue that affects every embedded system. Some solution 

has already been found like the use of Dynamic Voltage Scaling (DVS). However, due to DVS 

change the frequency of the processor, leading create issues for Real-Time systems. 

 

           This report explains the work done during the project that aims to reduce energy 

consumption with time constraints systems. For the first part, we explain briefly the state of art 

to the optimization of energy in a Real-Time system. In the second part, we describe in detail 

some algorithm that proposes to reduce energy consumption. Finally, in the third part, we talk 

about the implementation of those algorithms explained in Cheddar and their results.       
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II. The state of art 

 

 In this part, we explain what has been already found in the optimisation of energy 

consumption, and aim to find which papers can be implemented in Cheddar. 

 

           We mostly search scientific papers that aim to reduce the energy consumption of real-

time systems All the papers read can be found in the reference part [ref 1-11] 

 

           Among the scientific papers, several approaches have been found to reduce energy 

consumption. One of the main common approaches is the use of Dynamic Voltage Scaling 

specifically for real-time systems. This means that the DVS algorithm considers tasks deadline 

and period.  

 

           In the end, we decided to implement a paper called: “Real-time dynamic voltage scaling 

for low-power embedded operating systems”, by Padmanabhan Pillal et Kang G. Shin [ref: 1]. 

It suggests static and dynamic voltage scaling solutions to reduce the energy consumption of 

real-time systems. One of the main reason this paper was chosen, is because it looks like it 

was this paper that introduces DVS solutions for real-time systems.   
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III. Real-Time Dynamic Voltage Scaling for Low-Power 

Embedded Operating Systems 

 

 In this part, we explain how Padmanabhan Pillal et Kang G. Shin achieves to reduce 

energy consumption in a Real-Time system. 

           The authors suggest solutions only for the EDF and the RM scheduler. In total, there 

are 5 algorithms of 3 different types:  

           The first two algorithms work with an EDF and RM scheduler, and is called “Static 

Voltage Scaling”. Static means that the frequency chooses by the algorithm will stay the same 

until a modification in the tasks set. 

           The next two algorithms are called “Cycle-conserving DVS”. By contrast, to the “Static 

Voltage Scaling” algorithm, “Cycle-conserving DVS” is dynamic which means during the task 

execution, the frequency can change at any moment to provide a better energy consumption. 

In addition, like “Static Voltage Scaling” there is one algorithm for EDF and RM schedulers. 

           The final algorithm is called “Look-Ahead RT-DVS” and like “Cycle-conserving DVS” it 

is a dynamic algorithm. However, unlike the two previous types of algorithm. It only works with 

an EDF scheduler. 

 Static voltage scaling 
 

 Both Static Voltage Scaling algorithms work pretty much the same, the only main 

difference is that one work with the  EDF scheduler the other one work with the  RM scheduler.  

           Static Voltage scaling provides a very simple method for selecting a new frequency 

while maintaining real-time schedulability. Indeed the method only calculates a schedulability 

test of the task set. The result of this schedulability test is then compared with a set of given 

frequency. 

 

Figure 1 Static Voltage algorithm algorithms for EDF and RM schedulers [ref 1]:  

 

           This solution is very simple to implement. However, due to being a static algorithm, 

energy saving is not optimal by any means.  
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 Cycle-conserving DVS 
 

 As explain before Cycle-conserving DVS algorithms are dynamic algorithm. 

           Contrary to Static voltage scaling, algorithms for Cycle-conserving DVS for EDF and 

RM schedulers are very different.  Therefore, we will explain each algorithm separately. 

   

o Algorithm for EDF 

 

 The EDF Cycle-conserving DVS algorithm resumes the schedulability test introduces 

in Static voltage scaling but add some tweaks. When a task is ready to be executed, the 

schedulability test of this task will use the worst computation time of the task. However, when 

a task is complete, the schedulability will use the actual computation time of the task. The 

authors of the paper suggest this solution because they note that tasks generally uses less 

than the worst-case specified. 

 

Figure 2 Cycle-conserving DVS algorithm for EDF scheduler [ref 1] 

 

o Algorithm for RM 

 

 For RM Cycle–conserving DVS, the authors of the papers decide to not follow the same 

approach they use in the EDF algorithm. Instead, the authors decide that each task should 

have two counters. The first one “c_left” serve to keep a track of the worst-case remaining 

cycles of computation need for the task. The second one “d” serve to know how much compute 
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time the task will execute until the next deadline.

 

Figure 3 Cycle-conserving algorithm for RM scheduler [ref 1]  

 

 Look-Ahead RT-DVS 
   

 Unlike Static voltage scaling and Cycle-conserving DVS, there is only one algorithm for 

Look-Ahead RT-DVS. This algorithm only works on the EDF scheduler. The objective of Look-

Ahead RT-DVS algorithms is to defer all task beyond the earliest deadline in the systems. The 

main part of the algorithm is the "defer" procedure. "defer" calculates a frequency that depends 

on counters “c_left” and each task deadline. 

 

 

Figure 4 Look-Ahead RT-DVS algorithm [ref 1] 
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IV. Implementation in CHEDDAR 

 

 In this part, we explain the implementation of algorithms explains in the part earlier in 

Cheddar. We will also explain how to use this implementation. Moreover, we will show results 

obtain for each algorithm with a specific set of task. 

 

 Cheddar 
 

 Cheddar is an open-source real-time scheduling tool/simulator that allows to modelise 

software architecture of real-time systems. This allows checking their schedulability or other 

performance criteria. 

 

Figure 5: Screen capture of Cheddar  

 One of the main argument we use with Cheddar was the variable “speed” of the 

processor. The variable “speed” allowed to change the execution speed of a task. For example, 

if we increase the speed of the processor, tasks will take less time to compute, conversely, if 

we slow the speed, tasks will take more time to compute. 

           The use of the variable “speed” has some drawback. Indeed, in cheddar the type of 

"speed" is natural. It means that “speed” cannot be a float, which is usually the case when we 

talk about frequency. This is why it was decided to multiply the base speed, and all tasks 

computing time (capacity) by 100 to see the variable “speed” modification by RT-DVS 

algorithms. 
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o Task set 

 All the result show after will use the same set of tasks, which is as follow: 

Task Computing Time Period 

T1 30 8 

T2 30 10 

T3 100 14 

   

 The entire tasks set will be compute by one processor with a frequency/speed between 

25, 50, 75 and 100. 

 If we simulate the task set in cheddar with only a speed of 100 therefor without any 

attempt to change the energy consumption we obtain those results. [figure 6 and 7] 

 

Figure 6 : Cheddar simulation with EDF scheduler without any RT-DVS algorithms 

 

Figure 7 : Cheddar simulation with RM scheduler without any RT-DVS algorithms 

 

o  Requirement and setup of RT-DVS with Cheddar 

 

 To allow the use of DVS algorithms in cheddar, the user as to modify the file 

“/CHEDDAR/trunk/src/config/editor_config.ads", and change the Boolean variable “Dvfs” to 

true, just as the picture just below [figure 8]. 

 

Figure 8: Screen capture of editor_config.ads 

 The user has to recompile cheddar after the modification of “editor_config.ads”. 
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 Also as mentioned before the user, the user has to modify by 100 the base speed of 

the processor and task capacity. 

           One issue with the IHM of Cheddar is we can only see the last value of speed. This 

issue is not a problem for static algorithms but dynamic algorithms, it is. If the user wants to 

see the current at a current, it will have to look console log, just like the picture below. [figure 

9] 

 

Figure 9 Screen capture of the console log of Cheddar 

  

 Static voltage scaling 
 

 As said before with the Static Voltage Scaling algorithm, the frequency is change only 

one time, which is before any task execution 

o Setup 

 To be able to use Static Voltage Scaling algorithms, the user has to modify the file 

“/CHEDDAR/trunk/src/framework/voltage_scaling.ads”, and change the Boolean variable 

“only_static_algorithm” to true, just as the picture just below. [figure 10]  

 

Figure 10 Screen capture of voltage_scaling.ads for Static Voltage Scaling 

 Like before when the user modify a file you have to recompile cheddar. 

 

o Results 

 

Figure 11 : Cheddar simulation with EDF scheduler and Static voltage scaling algorithm 

 



10 
 

 

Figure 12 : Cheddar simulation with RM scheduler and Static voltage scaling algorithm 

 As shown in the result for the EDF scheduler [figure 10] the computation time of a task 

take more time to be fully executed. This due to the variable speed change to 75 because of 

the Static voltage scaling algorithm. 

           However, if the variable speed is changed to 75 for EDF, the speed stays at 1 for the 

RM scheduler as shown in the result [figure 11]. This is because the Static Voltage Scaling for 

RM scheduler is less aggressive compare to the EDF scheduler in energy saving. 

 

 Cycle-conserving RT-DVS 
 

o Setup 

 To be able to use Cycle-conserving RT-DVS algorithms, the user has to modify the 

“/CHEDDAR/trunk/src/framework/voltage_scaling.ads”, and change both Boolean variables 

“only_static_algorithm” and “look_ahead_algorithm” to false, just as the picture below. [figure 

13] 

 

Figure 13 Screen capture of voltage_scaling.ads forCycle-conserving RT-DVS 

 

o Results 

 

Figure 14 : Cheddar simulation with EDF scheduler and Static voltage scaling algorithm 
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Figure 15 : Cheddar simulation with RM scheduler and Static voltage scaling algorithm 

 

 Look-Ahead RT-DVS 

o Setup 

 To be able to use Cycle-conserving RT-DVS algorithms, the user has to modify the 

“/CHEDDAR/trunk/src/framework/voltage_scaling.ads”, and change the Boolean variable 

“only_static_algorithm” to false and “look_ahead_algorithm” to true, just as the picture just 

below. [figure 16] 

 

Figure 16 Screen capture of voltage_scaling.ads for look-Ahead RT-DVS 

o Result 

 

Figure 17 : Cheddar simulation with EDF scheduler and Look-Ahead RT-DVS 
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 Possible improvements and limits 
 

 Of course, some improvements can be made. 

           As an example, one improvement would be that the user no longer needs to modify the 

file “/CHEDDAR/trunk/src/framework/voltage_scaling.ads”, but instead indicate what type of 

RT-DVS algorithm directly in the XML file that contains the task set. Therefore, they will be no 

need to recompile Cheddar every time we want to try another RT-DVS algorithm.

 Another improvement would be to use other scientific papers that give enhancement to 

the RT-DVS at energy saving.  

           One limit is we can just use EDF and RM schedulers with this implementation, other 

scheduler are not handle. 

           Another limit is we can only use periodic task. If the user tries to use an aperiodic task 

with this implementation, the program will crash.  
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V. Conclusion 

 

 To sum up, it possible to reduce the energy consumption of a Real-Time systems with 

deadline guarantee. 

  

 We decide to implement the work propose in the paper “Real-Time Dynamic Voltage 

Scaling for Low-Power Embedded Operating Systems” by Padmanabhan Pillal et Kang G. 

Shin in Cheddar. 

 

           Cheddar can now be used to simulate the schedulability test, while trying to reduce the 

energy consumption of Real-Time Systems with the used of RT-DVs algorithms. 
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